Chapter 10:  Estimating with Confidence
One of the primary jobs of a statistician is to estimate characteristics of populations (parameters).  What proportion of students drive to school?  What is the average weight of a teenager?
To make these estimates, statisticians will select a sample from the population of interest and study the members of the sample.  However, because of sampling variability, it is possible that our estimates will be wrong. 

We want to infer from the sample data some conclusion about the population.  That is the goal of _______________________________.  Statistical Inference provides methods for drawing conclusions about a population from sample data.

In general, there are two types of estimates that can be made:  point estimates and interval estimates.  

A _______________________ is single number that represents our best guess for the population parameter.  It is called a “point” estimate since it represents a single point on the number line.  For example, based on a recent survey, we estimate that 61% of young adults favor social security reform.

An ______________________ is a range of plausible values for the parameter.  It is called a “interval” estimate since it represents an interval on the number line.  For example, based on a recent survey, we estimate that between 58% and 64% of young adults favor social security reform (61% ± 3%).  

Using an interval estimate greatly increases the probability we are correct.  For example, if I predict the high temperature tomorrow will be between 0 and 150 degrees I have great confidence that I will be correct.  Of course, this interval won’t help me pick my clothes in the morning.  There is a tradeoff between confidence and usefulness.
Making point estimates:  Which statistic should we use?
There are two things to look for when choosing a statistic to estimate a population characteristic (parameter):  the statistic should have no bias and low variability.

An ________________________ is a statistic with a mean value equal to that of the population characteristic being estimated (i.e. its sampling distribution is centered in right place).

In this chapter, we will be focusing on two unbiased statistics:  the sample proportion (
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) and the sample mean (
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).  

Making Interval Estimates
Because of the variability inherent in sampling, our point estimates will rarely be correct.  After all, different samples will yield different estimates.  And, although a point estimate may be our best single guess for the value of a population parameter, it is certainly not the only plausible value.  

Thus, statisticians will usually report an interval of plausible values for the population parameter based on the sample.  This interval is called a ____________________________.  Using a confidence interval gives a much better chance of correctly estimating the parameter.  
The Logic of Confidence Intervals:
1. The distance from p to [image: image3.wmf]ˆ

p

 is the same as the distance from [image: image4.wmf]ˆ
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 to p.  

2. 95% of all samples will give a sample proportion [image: image5.wmf]ˆ
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 within 1.96 SD of the population proportion p, assuming the distribution of [image: image6.wmf]ˆ
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 is normal.

3. Therefore, in 95% of all samples the population proportion p will be within 1.96 SD of the sample proportion [image: image7.wmf]ˆ
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.  

When the distribution of [image: image8.wmf]ˆ
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 is normal, the 95% confidence interval for a population proportion (p) is:  
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Why do we use [image: image10.wmf]ˆ
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 in the standard deviation instead of p?  

Note:  When we use the sample to estimate the SD, it is called the Standard Error (SE). 




SD = 
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How do we know if the distribution of 
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 is approximately normal?  

Suppose that in a random sample of 200 Shelby Township teenagers, 18 had tattoos.  Use a 95% confidence interval to estimate p, the true proportion of S.T. teenagers with a tattoo.

To get full credit on any confidence interval problem, you MUST include the following 4 steps!
Note:  If any of the conditions in part 2 are violated, then the stated confidence level may not be correct.  In this case, state your concerns and proceed with caution.  The first 2 conditions are to verify that the observations are independent (so the binomial model applies) and the third condition is to verify that the normal distribution is a reasonable approximation to the binomial distribution.  

Suppose we took a random sample of 50 UHS students and found that 31 had at least one piercing. Construct a 95% confidence interval to estimate the true proportion of UHS students with at least one piercing.

Changing confidence levels:  Although a 95% confidence interval is the most frequently used, there are other common confidence levels, including 90% and 99%.  

The general form of a confidence interval:


point estimate ± margin of error


statistic ± (critical value)(standard error of the statistic)

What factors affect the margin of error (length of the interval)?
1.  The confidence level.  If we want to be really confident, we can increase the confidence level.  However, while this will give the interval a better chance to capture the parameter, our estimate will have less precision.

2.  The sample size.  If we want more precision, we can increase the sample size.  However, this will cost us additional time and money.  

More Confidence Intervals
Suppose we are planning a survey and we want a margin of error of less than 4% with 95% confidence.  What sample size do we need?
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We are trying to solve for n, but we also do not know the value of [image: image15.wmf]ˆ

p

.  What can we do?

· Use a known value of [image: image16.wmf]ˆ

p

 from a previous survey

· Do a preliminary pilot survey to estimate [image: image17.wmf]ˆ

p


· Be conservative.  What is the biggest sample size we could possibly need?

· The bigger 
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 is, the bigger n needs to be.  

· For what value of [image: image19.wmf]ˆ

p

 will 
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 be the largest?

Note:  When no other information is given use the third option ([image: image21.wmf]ˆ

p

 = .5)

Suppose we wanted to estimate a proportion with 99% confidence with a margin of error of at most 2.5%.  What is the largest sample size we might need?

Interpreting the confidence level

Interpreting the confidence level.  In other words, what does it mean to be 90% confident?  

· In the long run, 90% of all samples will produce intervals that will capture the true value.  

· Or:  Before we gather our sample, there is a 90% chance that the sample we will obtain will produce an interval that captures the true value.  

· It does NOT mean that there is a 90% chance (or probability) that a particular interval captures the true value--that particular interval either captures the value or it doesn’t.  

Again, it is incorrect to say that “there is a 90% chance that the interval from .05 to .13 captures the true proportion.”  Rather, the 90% confidence level refers to the method used to construct the interval rather than any particular interval.
How many students can you identify at UHS High School?  Suppose that Mr. Tabor randomly selected 50 students from UHS and you could name 11 of them.  Construct a 95% CI for the proportion of students you know at UHS.  Then, use the fact that there are 1800 students at UHS to estimate the total number of students you can identify at UHS.  

Confidence Intervals for a Population Mean (σ is known)

The calculation of the interval depends on three important conditions:

1.  SRS – usually given information
2. Normality – n≥30 or given information
3. Indpendance – N≥10n
A level C confidence interval for μ is:     [image: image23.png]


    

Determining a sample size:   [image: image25.png]



Cautions (pg.636):

· Data must be an SRS from the population

· Different methods are needed for different designs

· There is no correct method for inference from data haphazardly collected with bias of unknown size

· Outliers can distort the results

· The shape of the population distribution matters

· You must know the standard deviation σ of the population (very unrealistic)
Confidence Intervals for a Population Mean (σ is NOT known)
In addition to using interval estimates for population proportions (p), we can also use confidence intervals to estimate the true value of a population mean (µ).

The formula for a CI for a population mean 
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 is based on the sampling distribution of the sample mean 
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.  Recall that:
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3.  
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is approximately normally distributed when n > 30 or when the population is normal

Thus far, we have been using z-critical values from the normal distribution to make our confidence intervals.  

Now, remember that a z-score is calculated as 
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As long as 
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 is normally distributed, the distribution of z will also be normal.  This is because z is a linear transformation of 
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.  In other words, since 
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 are all constants, the shape shouldn’t change, only the center and spread.  

However, we rarely, if ever, know 
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(the population standard deviation).  If we don’t know 
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and we use s (the sample standard deviation) to estimate 
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, the distribution of 
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 isn’t quite normal, even if 
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 is approximately normal.  So, we give this quantity a new name: t = 
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Since t is based on 2 variables (s and 
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) instead of just 
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 (like z), the t-distributions have more variability than the z (normal) distribution.  However, as the sample size increases, s gets closer to 
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 and the t-distributions get closer to the standard normal distribution (z).  

The t-curves are very similar to normal curves, except that they are wider (heavy tailed) and defined by a number called the ____________________________________.  For this chapter, df = n – 1.  

Properties of the t-distributions:

1. The t-curve corresponding to any fixed number of degrees of freedom (df) is bell shaped, symmetric and centered at 0.

2. Each t-curve is more spread out than the z-curve (standard normal curve).

3. As the df increase, the spread of the corresponding t-curve decreases.

4. As the number of df increases, the t-curves get closer and closer to the z-curve.

Since the t-curves are wider than the z-curve, we must go out further than 1.96 SD to capture 95% of the possible observations.  

To find out how far, we use a t-critical value from the t-table.


If df = 20 and you want 95% confidence, what t-critical value should you use?  

Thus, to capture the middle 95% of the t-distribution with 20 df, you must go out _____ standard errors.

Find the t critical values for the following:


a.  95% confidence with n = 10

b.  90% confidence with n = 25

c.  99% confidence with n = 100

Note:  When using the t-table and the df you want are not provided, round down to the nearest df given.

Suppose that a machine is designed to produce bolts that have a diameter of 5 mm.  Every hour a random sample of 15 bolts is selected and a 95% confidence interval for the mean diameter is constructed.  If there is evidence that 
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 ≠ 5, the machine is adjusted.  In one particular sample, the mean diameter was 5.08 mm with a standard deviation of 0.11 mm.  Calculate the interval and decide if you need to adjust the machine.

Suppose that the administration of UHS would like to estimate the average number of hours students spend doing HW each week.  In a random sample of 50 students, the average number of hours was 6.3 hours with a SD of 5.2 hours.  Find a 99% CI for the true average number of hours that CDO students spend doing HW each week.  
Note:  If you happen to know the true population standard deviation (
[image: image46.wmf]s

), you may use a z-critical value instead of a t-critical value.  However, this rarely happens.  
Finding Sample Size
Suppose that we wanted to estimate the average height of a UHS student to within 0.5 inches of the true value with 99% confidence.  How big of a sample do we need?
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Unfortunately, we don’t know t, s, or n! 
Since we cannot know t without knowing n (and that is what we are solving for), we can use z to approximate t.  

Since we don’t know the value of the standard deviation either we can:
· Use a previously known value of s.

· You can do a preliminary study and use the sample standard deviation s.

Suppose that an initial survey of 10 students suggests the SD is approximately 2.3 inches.  How many additional students do we need to survey?

More confidence intervals
Checking for Normality:  When the sample size is small and the data from the sample are provided, you must graph the sample to see if it could plausibly be from a normally distributed population.  

The best way to check for normality is with a normal probability plot.  In this type of plot, the closer the points are to a line the closer the data is to normal.  To make a normal probability plot, enter the data into a list and choose the 6th graph option in the stat plot menu.  

To investigate what samples from normal populations can look like, we will generate random samples of size 10 from a normal population with a mean of 500 and a SD of 100.  These are the first 3 samples that I got from my calculator using RandNorm(500, 100, 10).  

[image: image48.emf]  [image: image49.emf]  [image: image50.emf]
Now, try this a few times on your own:  


RandNorm(500,100,10) ( L1


Stat Plot: choose graph #6


ZoomStat

These samples all came from normal populations, even though none of them look approximately normal!  This makes the normality condition really hard to assess.  However, here is how we will handle it:

· Slight to moderate skewness is OK (that is, slight to moderate deviations from a linear pattern in the normal probability plot):  “Since the normal probability plot is roughly linear, it is reasonable to assume that the population is approximately normal.”  

· Strong skewness or outliers makes this condition questionable (that is, a big curve or outlier in the normal probability plot): “Since there is an outlier in the sample (or since the normal probability plot of the sample is clearly curved), it is questionable to assume that the population is approximately normal.  I will proceed with caution.”

Suppose that a random sample of students at a particular SAT preparation program were selected and their improvement in SAT score were calculated.  Construct a 99% confidence interval to estimate the true mean improvement of students in this program.  Does this interval give evidence that students in this program are improving their scores? 




Improvements:  50, 110, 20, 140, 80, 70, 70, 40


1.  We are trying to estimate 
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 = the true mean improvement for students at this school.  Our best guess is 
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 = 72.5, but because of sampling variability it is unlikely to be correct.  So, we will calculate a 99% t interval for 
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.  


Note:  to calculate 
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 and s, enter the data into L1 and use stat:calc:one-var stats.  

2.  Conditions:

· Random sample of students at this school?  Given.

· Sample < 10% of population?  Assuming > 80 students at this school

· Large sample size or population normal?  
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Since the normal probability plot is roughly linear, it is reasonable to assume 



that the population of improvements is approximately normal.  

3.  CI = 
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4.  I am 99% confident that the interval from 24.9 points to 120.1 points captures the true mean improvement for students at this school.  Since all of the plausible values are above 0, this does give convincing evidence that students at this school are improving, on average.  

Can we attribute the improvement to the school?  In other words, can we say the school caused the improvement?  

· No, since this was not an experiment and there was no control group for comparison.  Maybe they did better because of their regular school education.

Optional Review Questions

1. Suppose that you wanted to create an 84% confidence interval for a proportion.  What critical value would you use?

2. When calculating a confidence interval for a mean, how do you know which type of critical value (z or t) to use?

3. Why do statisticians prefer interval estimates to point estimates?

4. Define the term “standard error.”

5. Explain how you can determine if a statistic is unbiased.

6. Suppose that a newspaper randomly selected 400 voters in a particular city and asked them about the mayor’s job performance.  In the sample, 135 approved of his performance.

a. Calculate a 95% confidence interval for the true proportion of voters in this city who approve of the mayor’s performance.

b. Interpret the 95% confidence level.

c. A member of the mayor’s staff suggests that the majority of voters approve of his performance.  Is this plausible?

d. How many more voters should be surveyed to reduce the margin of error to .03?

7. One way to evaluate microwave popcorn brands is to estimate the average number of unpopped kernels per bag.  Suppose a random sample of 7 bags of Pop Secret was selected, popped, and the number of unpopped kernels was counted in each bag.  Based on the data below, calculate a 90% confidence interval for the true mean number of unpopped kernels.

18
21
21
22
25
26
28

8. See problem on page 137 in the notes.

Answers

1.  z = invnorm(.08) = 
[image: image57.wmf]±

1.405

2.  If you know the true standard deviation of the population (
[image: image58.wmf]s

), use a z-critical value.  If you have to use the sample standard deviation (s) to estimate 
[image: image59.wmf]s

, then you must use t.

3.  Using an interval estimate gives the statistician a much better chance of getting a correct estimate.

4.  The standard error of a statistic is the estimate of the standard deviation of a statistic.  For example SE(mean) is 
[image: image60.wmf]s
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 and describes how much 
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 varies from 
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, on average.  

5.  Take many samples from the population and calculate the value of the statistic for each sample.  Graph the values of the statistic and see if they are centered above the value of the parameter (the true value).

6a.  

1.  We are trying to estimate p = the true proportion of voters in this city who approve of the mayor’s performance.  Our best guess is 
[image: image63.wmf]ˆ

p

 = .3375, but because of sampling variability this is probably incorrect.  So, we will calculate a 95% z-interval for p.  

2.  Conditions:


a. random sample of city voters?  Given.


b. sample < 10% of population?  Assume population of city voters >4000


c. large sample size?  Yes, 
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 = 135 > 10, 
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 = 265 > 10.


3.  95% CI = 
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 = .3375 ± .0463 = (.2912, .3838)

4.  We are 95% confident that the interval from .2912 to .3838 captures the true proportion of city voters who approve of the mayor’s performance.

6b.  If we were to take many samples and compute many confidence intervals, approximately 95% of them would capture the true proportion.

6c.  No, since all of the plausible values for p are below .5.

6d.  
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  ( n > 954.4.  So we need 955 – 400 = 555 more people.

7.  
1.  We are trying to estimate 
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 = the true mean number of unpopped kernels for Pop Secret Microwave Popcorn.  Our best guess is 
[image: image69.wmf]x

 = 23, but because of sampling variability it is unlikely to be correct.  So, we will calculate a 90% t interval for 
[image: image70.wmf]m

.  

2.  Conditions:

· Random sample of popcorn bags?  Given.

· Sample < 10% of population?  Assuming > 70 bags of popcorn

· Population approximately normal?  
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Since the normal probability plot is roughly linear, it is reasonable to assume 



that the population is approximately normal.  

3.  CI = 
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4.  I am 90% confident that the interval from 20.46 to 25.54 captures the true mean number of unpopped kernels per bag for Pop Secret Microwave Popcorn.

8.  

1.  We are trying to estimate p = the true proportion of CDO students you can identify.  Our best guess is 
[image: image73.wmf]ˆ
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 = .22, but because of sampling variability this is probably incorrect.  So, we will calculate a 95% z-interval for p.  

2.  Conditions:


a. random sample of CDO students?  Given.


b. sample < 10% of population?  CDO > 500 students

c. large sample size?  Yes, 
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 = 11 > 10, 
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 = 39 > 10.


3.  95% CI = 
[image: image76.wmf].22(.78)
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 = .22 ± .115 = (.105,.335)

4.  We are 95% confident that the interval from .105 to .335 captures the true proportion of CDO students that you know.  So, since there are 1800 students, we are 95% confident that you know between 189 and 603 CDO students.  
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