Ch. 11 & 12 - Hypothesis Testing
In the last unit, our goal was to create an interval of plausible values for a population parameter.  Statisticians also use sample data to decide whether a claim, or hypothesis, about a population parameter is plausible.

A ___________________ is a claim or statement about the value of a single population parameter.  

For example, a politician claims that a majority of citizens support social security reform, so he takes a random sample to see if the data support the hypothesis that p > .5.  

Or, we may not trust the claim of Frito-Lay when it says that a bag of Ruffles weighs 14 oz, on average, so we choose a random sample of bags and see if the data support the hypothesis that [image: image1.wmf]m

 < 14.  

Note:  a hypothesis makes a claim about a population parameter, so 
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p

 > .5 and 
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 < 14 are NOT appropriate hypotheses, since 
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 and 
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 are characteristics of a sample (statistics).

A ________________________________, or ________________________________, is a method for using data from a sample to decide between two competing hypotheses about a population parameter.  

Of course, it would be very easy to determine which claim was correct if we could conduct a census.  Unfortunately, this is rarely possible, so we are left with making a decision based on a sample (which means that our decision could be wrong).  

A good analogy for hypothesis testing is in the American judicial system:  In a trial, there are two competing hypotheses:  the defendant is guilty or the defendant is innocent.  Also, the defendant is presumed innocent until they are proven guilty.  
For example, we would initially believe Frito-Lay is telling the truth about the weight of Ruffles bags until we have convincing evidence that the average weight is less than 14 oz.  That is, when we are convinced that the evidence against Frito-Lay is not due to sampling variability.  
Similarly, in a hypothesis test, we initially assume that one of the hypotheses is true.  This is called the ______________________.  We then consider the evidence from the sample and reject the null hypothesis (in favor of the __________________________) only if there is convincing evidence against the null hypothesis.  

Notation:  the null hypothesis is denoted 
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 and the alternative hypothesis is denoted 
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.  

In the examples above, what are the null and alternate hypotheses?

In general, the form of a null hypothesis is:


Ho:  population parameter = hypothesized value (some specific value)

The alternative hypothesis is one of the following:


Ha:  population parameter > hypothesized value (the same specific value)  or


Ha:  population parameter < hypothesized value (the same specific value)  or


Ha:  population parameter ≠ hypothesized value (the same specific value)

Note:  The null hypothesis is always “equal to” and the hypothesized value is always the same for both hypotheses.
There are two possible outcomes of a test of hypothesis:  reject 
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 (guilty) or fail to reject 
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 (not guilty).  

· We reject Ho when the data from the sample strongly suggests that it isn’t true.  That is, when we have evidence beyond a reasonable doubt (we don’t think our results are due to sampling variability).  

· If the sample doesn’t contain such evidence, we fail to reject 
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.  That is, we fail to reject 
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 when the results could be due to sampling variability.

You need to be careful when you interpret the results of a test of hypotheses.  If you fail to reject 
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, it doesn’t prove that 
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 is true, it just means that you do not have strong evidence against it.  That is why defendants are declared “not guilty” and are not declared “innocent”.  There wasn’t enough evidence to convict them, but that does not mean they are innocent.  Thus, we never accept the null hypothesis, we only fail to reject it.  

According to an article in the San Gabriel Valley Tribune (2-13-03), “Most people are kissing the ‘right way’.”  That is, according to the study, the majority of couples tilt their heads to the right when kissing.   

Define the parameter of interest and state the null and alternative hypotheses for this question.

In the study, a researcher observed 124 couples kissing in various public places and found that 83/124 (66.9%) of the couples tilted to the right.   

Is this convincing evidence that p > .5?

What is the probability that we get a sample proportion as high or higher then .669 by random chance, assuming the null hypothesis is true?  That is, if there is a 50% chance of observing a couple kissing to the right, what is the probability that in a sample of 124 couples, we find 66.9% or more kissing to the right?

Let’s do a simulation to find out!

· 1 = kiss to the right

· 0 = kiss to the left

· For each run we will generate 124 integers from 0-1 to represent the 124 observed couples.  

· We will then count the number of 1’s (the number of couples that kiss to the right).

· Finally, we will compute 
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, the sample proportion of couples that kiss to the right.  

So, there are 2 explanations for why we got a sample proportion as high as .669.  

· There is really no direction preference, and we got .669 because of sampling variability.

· Couples prefer to kiss to the right.

The probability that we get an observed statistic as or more extreme as the one we observed (assuming the null hypothesis is true) is called a _____________.  

Remember, we start by assuming the null hypothesis is true and only reject it if we have strong evidence that the observed results were not due to sampling variability.

What is the cut-off between “likely to happen by random chance” and “unlikely to happen by random chance”?
This is something that must be decided in advance.  Usually we use .05 as a boundary, but we can also use .10 or .01.  This value is called the __________________________ and is denoted with 
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 (alpha).  In general, we reject 
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 whenever the p-value is < [image: image17.wmf]a

. 

Most of the time in this course, we do not calculate p-values by simulation.  Rather, we use our knowledge from chapter 9 (sampling distributions).  

In the kissing example, we start by assuming the null hypothesis is true:  p = .5.  

Note:  The value of z is called the TEST STATISTIC and tells us how many standard deviations the observed value is from the hypothesized value.  When doing a hypothesis test, it is customary to report the value of the test statistic with the p-value.

Formal Hypothesis Tests
Formal Hypothesis Tests
Formal hypothesis testing in 5 easy steps, using yesterday’s example:

1. At first glance, it appears that the true proportion of couples that tilt to the right (p) is greater than .5 since [image: image18.wmf]ˆ

p

 = .669.  However, it is also possible that the true proportion is .5 and we got a sample proportion this high because of sampling variability.  To decide, we will conduct a 1 sample z test for p ([image: image19.wmf] 
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2. Ho: p = .5

Ha: p > .5

3. Conditions:

a) random sample of couples?  Not stated, so we must assume it was a random sample.  

b) sample < 10% of population?  Yes, there are more than 1240 couples 

c) large sample size?  Yes, np = 62 > 10 and nq = 62 > 10 

4. 
     




P([image: image20.wmf]ˆ

p

 > .669) = P
[image: image21.wmf](

)

.669.5

.51.5

124

z

æö

ç÷

-

ç÷

>

ç÷

-

ç÷

èø

 = P(z > 3.76) 
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5. Since the p-value < 
[image: image23.wmf]a

, we reject the null hypothesis and conclude that the majority of couples kiss the “right” way.  

In general, there are only 2 ways to make conclusions:

· Since p-value < 
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, we reject the null hypothesis and conclude ____ (Ha in context).

· Since p-value > 
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, we fail to reject the null hypothesis and cannot conclude ____ (Ha in context).

Note:  The formula for the z-statistic is: 
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Note:  The book uses a slightly different procedure which is very similar to my “5 step” procedure.  Please use mine.

Note:  When checking conditions and calculating
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, we always use the true value (p) if we know it.  Since we assume a value for p ([image: image28.wmf]0
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) when doing a hypothesis test, we will always use this value.  With confidence intervals, however, we do not make any assumptions about the true value of p, so we have to use the value of [image: image29.wmf]ˆ

p

 to estimate p.
Note:  If any of the conditions in step 3 are not met, state your concerns and proceed with caution.

Two-Sided Tests

According to the National Center for Health Statistics, 12.3% of all births in the US were to teenagers in 1999.  To see if this percentage has changed this year, a random sample of 1000 births were investigated and 111 were to teenage mothers.  Can we conclude that the percentage of teenage births has changed at the 10% significance level?
Note:  When we are using ≠ in the alternative hypothesis, it is called a TWO-SIDED TEST (or two-tailed test).  When we are doing a two-sided test, a sample proportion above or below the hypothesized value would give evidence against 
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.  Thus, when we are calculating a p-value, we must find the probability of getting an observed value as or more extreme in either direction.  In other words, how likely is it to get a sample proportion at least this far away from the hypothesized value because of sampling variability?

Note:  Always base the alternative hypothesis on the wording of the question, not the results of the sample.  In the real world, the hypotheses are decided before the data is collected!
Type I and Type II errors

Once we form our hypotheses, we use sample data to decide whether or not to reject our null hypothesis.  However, just like a jury can reach the wrong conclusion in a trial, it is possible that we will make the wrong decision when we conduct a test of hypotheses.  

In a trial, there are two possible errors a jury can make:  

· convicting an innocent person

· letting a guilty person go free

In hypothesis testing, there are also two possible errors we can make:

· Type I error:  rejecting 
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 when it is true

· Type II error:  failing to reject 
[image: image32.wmf]o
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 when it is false

Suppose that a farmer grows tomatoes and supplies them to a local hamburger chain.  Currently, he is able to sell only 75% of his tomatoes since they must be a certain diameter to fit the hamburger patty.  He is considering upgrading to a more expensive fertilizer if he can be convinced that it will increase the proportion of tomatoes he can sell.  Define the parameter of interest, state the hypotheses and describe both kinds of errors for this testing procedure, including their consequences. 

If [image: image33.wmf]a

 = .05, then we are using a testing procedure that will make a Type I error about 5% of the time.  That is, if the null hypothesis is true and we were to take many samples and perform many tests, in about 5 out of every 100 we would reject the null hypothesis when it is actually true.  Thus, the ____________________ of a Type I error is denoted by 
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 (alpha).
The probability of a ______________________ is denoted by [image: image35.wmf]b

 (beta).  

A pregnancy test is designed so that it will correctly detect a pregnancy 99% of the time and correctly determine that a person isn’t pregnant 90% of the time.  If the null hypothesis is “not pregnant”, describe both types of errors and find their probabilities.

When we are conducting hypothesis tests, we choose the significance level (
[image: image36.wmf]a

), but we have little control over the value of [image: image37.wmf]b

.  Common choices for [image: image38.wmf]a

 include .10, .05, and .01.

Why don’t we make [image: image39.wmf]a

 very small to minimize the probability of a Type I error?

To choose an appropriate value for [image: image40.wmf]a

, consider the consequences of making each type of error, and choose the largest [image: image41.wmf]a

 value that it tolerable (between .01 and .10).  

· judicial system: [image: image42.wmf]a

 should be low since we would rather let a guilty person go free than convict an innocent person (this is ensured with the requirement that the evidence be “beyond a reasonable doubt”).  

· pregnancy test: [image: image43.wmf]b

 should be low, since it is more dangerous (especially for the baby) to be pregnant and not know it that to think you are pregnant when you really aren’t.  Thus, choose a high value for [image: image44.wmf]a

.

Other considerations for choosing alpha:

· Extraordinary claims require extraordinary evidence:  Smaller values of alpha should be used to test claims that don’t have much other supporting evidence.

 Power

The ___________________________ is the probability of correctly rejecting 
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.  That is, the probability of rejecting 
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 when it is false.  
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Note:  If 
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 is false, P(Type II error) = [image: image52.wmf]b

.  Therefore, the power of the test is __________.

Note:  Power is GOOD!  If the null hypothesis is really false, we want to know.  The higher the power, the more chance we have of detecting the truth!  For example, suppose that a new medication is better than the current medication (the truth).  When the company does an experiment to test this claim, the power is the probability that they will reject the null hypothesis and conclude that the new drug is better.  
Suppose that in the 1990 Census, 83% of Arizona adults had a high school diploma.  The Department of Education believes this percentage has decreased so they commission a survey to estimate the true proportion.  Define the parameter of interest, state the hypotheses, and describe each kind of error in context.  Describe the power in context.  

What affects power?  The power of a test will be higher if:
1.  You increase the significance level (
[image: image53.wmf]a

)
· if the true proportion was p = .80, 
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, and we took a sample of size 100, the power would only be .1425

· if we increased to 
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 the power would be .2243

2.  You increase the sample size (n)

· if the true proportion was p = .80, 
[image: image56.wmf].05
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, and we took a sample of size 100, the power would only be .1425

· if we increased the sample size to 1000, the power would be .7024

3.  There is a larger _________________ (in other words, there is a larger discrepancy between the null hypothesis value and the true value)

· if the true proportion was p = .80, 
[image: image57.wmf].05
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, and we took a sample of size 100, the power would only be .1425

· if the true proportion was p = .70, the power would be .8907

4.  The other sources of variability are minimized:

· due to the design of the study (e.g. using blocking in experiments or stratified random samples)

· for means: less natural variability in the population

· for proportions: the proportion is farther from 0.5, making the SD smaller

Which of these can you control? 

Are there any disadvantages to increasing the power?

Tests for a population mean
Suppose that a battery company is coming out with a new deluxe AAA battery that is supposed to last longer than its regular AAA battery.  However, these new batteries are more expensive, so to justify paying the higher price, you would like to be convinced that they really last longer than the current batteries.  Based on years of experience, the current batteries last 30 hours of continuous use, on average.  A random sample of 15 new batteries lasted an average of 33.9 hours with a standard deviation of 9.8 hours.  Does this data provide evidence that these new batteries last longer on average? 

1.  At first glance, it appears that the true mean life of a battery (
[image: image58.wmf]m

) has increased from 30 since 
[image: image59.wmf]x

 = 33.9.  However, it is possible that there has been no increase and we got a sample mean this high due to sampling variability.  To decide, I will conduct a 1 sample t-test for 
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  (
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 = .05) 

2.   Ho: 
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 = 30

Ha:  
[image: image63.wmf]m

 > 30

3.  Conditions:

a. random sample of batteries?  Given.

b. sample < 10% of population?  Yes, assuming there are more than 150 batteries.

c. population is approximately normal?  Data not provided, so we must assume the population is approximately normal.  Note: this condition can also be met with a large sample size (n > 30)
4.  

     P(
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5.  Since p-value > alpha, we fail to reject the null hypothesis and cannot conclude that the mean life of batteries has increased.  

Note:  In general, test statistic = 
[image: image67.wmf]observed statistic - hypothesized value

standard error of the statistic


Note:  In the very rare case where the population standard deviation 
[image: image68.wmf]s

 is known, you can use z instead of t. 

With so many entertainment options available, doctors are worried that teenagers are not getting enough exercise.  To investigate, the PE teachers at CDO chose “number of sit-ups in 1 minute” as a measure of fitness.  Suppose that in 1990, the average number of sit-ups a CDO freshman could do in 1 minute was 36.  To see if this value has decreased, CDO PE teachers took a random sample of 35 freshmen and found the average to be 28 with a standard deviation of 12.  Does this data confirm the doctors’ concern? 

Note:  The t-table only gives probabilities for positive values of t.  However, since t-curves are symmetric, 


P(t < -k) = P(t > k).

 More Tests

At a local soda factory, machines are programmed to fill each can with exactly 12 oz. of soda.  Every hour, a random sample of 9 cans is selected and the average volume is calculated.  If the mean is significantly different than 12 oz, the machine is stopped and adjusted.  One particular sample gave the following results:  




12.00, 12.03, 11.98, 11.99, 12.05, 12.10, 12.02, 11.98, 12.00


Should the machine be adjusted? 

Tests vs. Intervals

In many cases, statisticians will report a confidence interval alongside a hypothesis test.  This way, we can get an idea about the plausible values for a population parameter in addition to whether or not we reject the null hypothesis. 

Calculate a 95% confidence interval for the true mean volume of soda.  Based on the interval, should you adjust the machine?

Note:  In many cases, we can use confidence intervals instead of a hypothesis test and arrive at the same conclusion.  However, this may not always be the case since:

· CI’s are always 2-sided and tests can be one-sided.  In this case, you must adjust the significance level appropriately (for example, using a 90% CI for a 5% one-sided test).  
· With proportions, the SD formulas are slightly different for intervals and tests

Overall, hypothesis tests are designed to answer the question:  “Am I surprised by the observed data?  How surprised?”

· The answer is based on a p-value.  The smaller the p-value, the more surprising the data.

Confidence intervals are designed to answer the question:  “What values of the population parameter would not surprise me?”

· The answer is a range of plausible values for a population parameter.  These are (approximately) the values of the null hypothesis that would NOT be rejected by the sample data.

Review 
Suppose that a survey from 2001 showed that 13.1% of high school students had smoked at least one cigarette in the past year.  To assess if recent advertising campaigns have been effective in reducing the proportion of high school students who smoke, a random sample of 50,000 high school students was selected and 6425 (12.85%) had smoked a cigarette in the last year.  Does this give evidence of significant reduction?

When the results of a study are unlikely to happen by chance alone, they are called _________________ __________________.  Thus, whenever we reject the null hypothesis, we have statistically significant results.

However, this does NOT mean that the results are “practically” significant.  Results that are practically significant would lead us to change the way we think about an issue.  In the cigarette example, a decrease of 0.25% is not really a big deal, even though it was a statistically significant decrease.  It certainly wouldn’t be the headline story in the newspaper!

Beware:  When the sample size is really large, even very small differences between the observed value and the hypothesized value will give significant results, even if the difference isn’t practically significant. 
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