CHAPTER 14

Chi-Square Tests for Univariate Categorical Data (Goodness-of-Fit Tests)

In chapters 12 & 13, we have been doing inference for categorical (count) data, but only for variables with 2 categories (success/failure).  In this section we will be considering univariate categorical variables with 2 or more categories, such as “ethnic group” or “college major.”

According to the makers of M&M’s, the distribution of colors in a bag of regular M&M’s is:


24% blue, 20% orange, 16% green, 14% yellow, 13% red, and 13% brown
Take a random sample of 50 M&M’s and record the observed counts in the table below.  Does the data indicate that the distribution of colors is significantly different than the company’s claim?  
	color
	blue
	orange
	green
	yellow
	red     
	brown
	total

	observed count
	
	
	
	
	
	
	50


The final result is a test statistic called chi-square:
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 statistic measures the total relative differences between the observed and expected counts.  Therefore, as 
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 gets bigger, we have more evidence that the observed distribution differs from the expected (hypothesized) distribution.

To see how likely it is to get a 
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 value as large or larger than the observed 
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 (assuming the null hypothesis is true) we can conduct a simulation.  We will use the numbers 01-100 to represent the color of the  M&M’s and then generate 50 numbers to represent the M&M’s.  
· 01-24 = blue

· 25-44 = orange
· 45-60 = green

· 61-74 = yellow
· 75-87 = red

· 88-100 = brown
Generate 50 random integers from 1-100 and count the number of M&M’s of each color.  Then calculate the value of 
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 for your simulated sample.  Graph the distribution of simulated 
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 values to see if the observed value is unusual or not.
To find the p-value without a simulation, we can use the 
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 distribution to approximate the sampling distribution of 
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Like the t-distributions, the 
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 distributions are continuous and determined by the degrees of freedom.  
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Note:  The mean of a 
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 distribution is equal to the degrees of freedom and the peak is at df – 2.  

For Goodness of Fit tests, the degrees of freedom = # of categories - 1.  

More 
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 Goodness-of-Fit Tests
In his book Outliers, Malcolm Gladwell suggests that a hockey player’s birth month has a big influence on his chance to make it to the highest levels of the game.  Specifically, since January 1 is the cut-off date for youth leagues in Canada (where many NHL players come from), players born in January will be competing against players up to 12 months younger.  The older players tend to be bigger, stronger, and more coordinated and hence get more playing time, more coaching, and have a better chance of being successful.  To see if this is true, a random sample of NHL players was selected and their birthdays were recorded.  Overall, 286 were born in the first quarter of the year, 278 in the second quarter, 221 in the third quarter, and 180 in the fourth quarter.  Does this data provide convincing evidence that the birthdays of NHL players are not uniformly distributed?  
The 5 steps:
1.  At first glance, it appears that the distribution of birthdays is not uniform since the observed counts are not all the same.  However, it is possible that the distribution is uniform and that the differences we see are due to sampling variability.  To decide I will use a 
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 Goodness of Fit test (
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=.05).

2.  
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:  The distribution of birthdays in the NHL is uniform
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:  It isn’t.  
3.  Conditions:  

a. Random sample of NHL players?  Given.  
b. Sample < 10% of population?  Yes, assuming > 9650 NHL players
c. Large sample size?  Check: all expected cell counts are all ≥ 5.  
	
	1Q
	2Q
	3Q
	4Q
	Total

	Observed
	286
	278
	221
	180
	965

	Expected
	241.25
	241.25
	241.25
	241.25
	965


Note:  To calculate the expected counts in this example, we divide the total into 4 equal parts since the null hypothesis is that the distribution is uniform.

Note:  If this condition is not met, you should combine categories until all are ≥ 5.  For example you could combine 1Q + 2Q and 3Q + 4Q.
4.  
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Does the data suggest that some quarters are more likely than others?  Justify.  
A common application of the
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 Goodness of Fit test is to check if a distribution of data follows a theoretical probability distribution.  For example, is the outcome of a roll of a 6-sided die uniformly distributed?  Is the number of hits in 5 at bats binomially distributed?  Is the distribution of human heights normally distributed?

Farmers in Idaho believe that the weights of potatoes are approximately normally distributed with mean 7 oz. and standard deviation 1 oz.  To test this claim, a random sample of Idaho potatoes is selected and weighed.  The results are in the frequency table below.  Are the farmers correct?

	weight
	frequency
	expected %
	expected count

	< 5
	52
	
	

	5 -< 6
	151
	
	

	6 -< 7
	346
	
	

	7 -< 8
	359
	
	

	8 -< 9
	87
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	5
	
	

	TOTAL
	1000
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 Tests for the Homogeneity of Proportions
In a goodness-of-fit test, we are analyzing the distribution of 1 variable in 1 population. 

In a homogeneity of proportions test, we are analyzing the distribution of 1 variable in 2 or more populations or treatments (where the variable can have 2 or more categories).  

For example, if we wanted to know if UHS students prefer a particular subject (English, Math, etc.) we would do a goodness-of-fit test.

However, if we wanted to see if girls prefer different subjects than boys, we would do a homogeneity of proportions test.

The 
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 test statistic remains the same, but the data comes in a two-way table instead of a one-way table and the methods of calculating the expected values and the df change as well.  

Suppose that independent random samples were taken of voters from 4 different regions of the country and that each voter’s political affiliation was noted (see table below).  Are political party affiliations the same (homogeneous) throughout the US?  

	
	Northeast
	South
	Midwest
	West
	total

	Republican
	86
	137
	142
	93
	458

	Democrat
	158
	112
	79
	123
	472

	Other
	22
	23
	41
	51
	137

	total
	266
	272
	262
	267
	1067


Note:  Why would we want to combine all of the other political parties into one “other” category?

In this example, what are the populations?  What is the variable?  

To find the expected counts, we need to know the null hypothesis.  

	Expected
	Northeast
	South
	Midwest
	West
	total

	Republican
	
	
	
	
	458

	Democrat
	
	
	
	
	472

	Other
	
	
	
	
	137

	total
	266
	272
	262
	267
	1067


Since Republicans make up .429 of the overall population (458/1067), then according to the null hypothesis, Republicans should make up .429 of each region.  

Since Democrats make up .442 of the overall population (472/1067), then according to the null hypothesis, Democrats should make up .442 of each region.  

Note:  Expected cell count = 

	Expected
	Northeast
	South
	Midwest
	West
	total

	Republican
	114.2
	116.8
	112.5
	114.6
	458

	Democrat
	117.7
	120.3
	115.9
	118.1
	472

	Other
	34.2
	34.9
	33.6
	34.3
	137

	total
	266
	272
	262
	267
	1067


5 Steps:

1.  At first glance, it appears that political affiliations are not the same throughout the country since the observed counts are different than the expected counts.  However, it is possible that the political affiliations are the same and we got these differences due to sampling variability.  To decide I will conduct a 
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 Homogeneity of Proportions test (
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 = .05).

2.  Ho:  Political affiliations are the same throughout the country.

     Ha:  They aren’t

3.  Conditions:


a.  Independent random samples of voters in each region?  Given.



Note:  for experiments you must check if treatments are randomly assigned


b.  Samples < 10% of populations?  Yes, there are more than 2720 voters in each region.


c.  Large sample size?  Expected counts all > 5 (see table above)

4. 
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 = 66.80, df = (4 - 1)(3 - 1) = 6, p-value = 0

5.  Since p-value < alpha, I reject the null hypothesis and conclude that party affiliations are not the same throughout the US.  

Which type of error, Type I or Type II could we have committed?  Explain.

Which method is more effective for treating epilepsy: surgery or drugs?  In a study reported in the SGV Tribune (7-2-01), 15 of 36 patients who had a chunk of their brain removed were free from seizures a year after the operation.  However, only 1 of the 40 patients who received the standard drug treatment were free of seizures.  Is there a significant difference in the effectiveness of the treatment methods?

Using the TI-83 for Homogeneity of Proportions tests:

· In matrix A, enter the observed counts

· Stat: Test: 
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· Output gives 
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,  p-value, and df.  Expected counts are put into matrix B.

· This test only works when the table is at least 2x2, so it won’t work for goodness of fit tests.

Why can’t we conclude that surgery is better?  

Could we have done this problem another way?

When df = 1 (2 x 2 table) and the test is two sided (≠), a 
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 Homogeneity of Proportions test is the same as a 2-sided 2-sample z test for p1 – p2.  However,

· If the table is greater than 2x2, you must use 
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.

· If the table is 2x2 and the alternative hypothesis is one sided, you should use the z test. 

Also, when doing a Goodness of Fit test and there are only two categories (df = 1), this is equivalent to a 1 sample z-test for a proportion.  

Chi-Square Tests for Independence

The 
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 test for independence is the third and final type of 
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 test we will learn.  It tests for an association between 2 categorical variables in 1 population.  

How is this different than the other tests?


Goodness of Fit:  1 variable in 1 population



Homogeneity of Proportions:  1 variable in 2 or more populations or treatments




Independence:
 2 variables in 1 population





Among CDO seniors, is there an association between gender and having a driver’s license?  Suppose that a random sample of 100 CDO seniors was taken and the subjects were asked their gender and whether or not they had a driver’s license.  Does the data suggest than an association exists?

	
	Male
	Female
	

	License
	36
	32
	68

	No License
	11
	21
	32

	
	47
	53
	100


If there was no association in the two variables, what would the expected counts be?

	
	Male
	Female
	

	License
	
	
	68

	No License
	
	
	32

	
	47
	53
	100


5 steps:
1.  At first glance, it appears that there is an association between gender and having a license since the observed counts are different than the expected counts.  However, it is possible that the variables have no association and the differences we see are due to sampling variability.  To decide, I will conduct a Chi-square test for Independence (
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 = .05).

2.  
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:  There is no association between gender and having a license (Gender and having a license are 



 independent).
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:  There is an association (Gender and having a license are not independent).

3.  Conditions:

a. The data comes from a random sample of CDO seniors?  Given.

b. Sample < 10% of population?  Assuming > 1000 CDO seniors.  This is not reasonable.  Proceed with caution.

c. The sample size is large?  Yes, all expected cell counts are ≥ 5 (see table above).

4.  
[image: image36.wmf]2

c

 = 
[image: image37.wmf](

)

2

3631.96

31.96

-

+

L

 = 3.01, df = (2 - 1)(2 - 1) = 1, P(
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 > 3.01) = .0827

5.  Since p-value > alpha, I fail to reject the null hypothesis and cannot conclude that there is an association between gender and having a license.  

	
	Nausea
	No Nausea

	Front
	58
	870

	Middle
	166
	1163

	Rear
	193
	806


The article “Motion Sickness in Public Road Transport: The Effect of Driver, Route, and Vehicle” reported that seat position within a bus may have some effect on whether one experiences motion sickness.  The accompanying table classifies each person in a random sample of bus riders by the location of his or her seat and whether nausea was reported.  Is there convincing evidence of an association between seat location and nausea?  
df = 1





df = 5





df = 10
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